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The current study investigated how infants (6-24 months), children (2-12 years), and adults dif-
fer in how visual cues—visual saliency and centering—guide their attention to faces in videos.
We report a secondary analysis of Kadooka and Franchak (2020), in which observers’ eye
movements were recorded during viewing of television clips containing a variety of faces. For
every face on every video frame, we calculated its visual saliency (based on both static and
dynamic image features) and calculated how close the face was to the center of the image.
Results revealed that participants of every age looked more often at each face when it was
more salient compared to less salient. In contrast, centering did not increase the likelihood that
infants looked at a given face, but in later childhood and adulthood centering became a stronger
cue for face looking. A control analysis determined that the age-related change in centering
was specific to face looking; participants of all ages were more likely to look in the center of
the image, and this center bias did not change with age. The implications for using videos in
educational and diagnostic contexts are discussed.
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In one of the most popular Sesame Street segments, mu-
sician Leslie Feist sings a song about counting to four with
a group of Muppet background singers. The video has been
viewed over 60 million times per year since it was posted on
YouTube in 2008. When interviewed by the New York Times
about the popularity of her performance, Feist remarked that
she is frequently stopped by parents to take photographs with
child fans who rarely recognize her:

[Parents] say, “Do you mind, my 3-year-old has
watched it 7,000 times,” Feist said. “And I say
yes, but I always joke: You notice me because
you’re a grown-up—the 3-year-olds are really
only interested in the puppets. And without fail,
the kids are just sort of looking at me like, who
is this weird lady at the airport?” (Ryzik, 2019)
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Feist’s intuition is correct: An eye tracking study using her
Sesame Street video found that infants (6-9 months) mostly
looked at Muppet faces, whereas adults mostly looked at
Feist’s face (Franchak, Heeger, Hasson, & Adolph, 2016).
There are several potential reasons for this age difference
and, more generally, for developmental differences in how
observers prioritize whether and when to look at faces
in video media: developmental changes in visual atten-
tion (Colombo, 2001; Oakes & Amso, 2018), disparities in
media-specific knowledge (Abelman, 1990; Kirkorian & An-
derson, 2017), and age differences in plot comprehension
(Kirkorian & Anderson, 2018; Pempek et al., 2010).

In the current study, we investigated two visual cues that
are predictive of adult face looking during media viewing,
face saliency and face centering (Amso, Haas, & Markant,
2014; Xu, Liu, Hu, & He, 2018). As we will review in
the following sections, the visual saliency of a face—the de-
gree to which a face stands out from the surrounding scene
based on low-level visual features—might differentially in-
fluence face looking in participants of different ages depend-
ing on the development of visual attention. In contrast, the
centering of a face—whether the face is in the middle ver-
sus the periphery of the scene—may influence looking be-
havior depending on how observers have acquired knowl-
edge about media conventions (i.e., important faces are cen-
tered in the frame by the cinematographer). Although past
work has indicated that overall looking patterns of infants are
guided by both saliency (Franchak et al., 2016; Frank, Vul,
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& Johnson, 2009) and centering (Mahdi, Su, Schlesinger, &
Qin, 2017; van Renswoude, van den Berg, Raijmakers, &
Visser, 2019; van Renswoude, Visser, Raijmakers, Tsang, &
Johnson, 2019), it is unknown whether those cues facilitate
face looking in infants and children while viewing dynamic
scenes.

Although visual attention to faces in screen-based media
differs from face-looking in more naturalistic settings with
mobile observers (e.g., Franchak, Kretch, & Adolph, 2018),
understanding what influences attention to faces in video me-
dia has several applications. First, deficits in infants’ and
children’s ability to transfer what they have learned from
media to real life (Barr, 2013; Troseth, 2010) reduce the
effectiveness of educational videos and television programs
(Wartella, Richert, & Robb, 2010). Because the faces of
characters contain important information, age differences in
orienting could prevent children from looking to the face of
the most important character at any given time (Amso et al.,
2014; Franchak et al., 2016). Second, there is growing inter-
est in how looking to faces and to facial features could serve
as an early biomarker for identifying Autism Spectrum Dis-
order (Jones & Klin, 2013; Klin, Jones, Schultz, Volkmar, &
Cohen, 2002; Zwaigenbaum, Bryson, & Garon, 2013), how-
ever, studies have found inconsistent results about whether
face looking differs between typically-developing children
and children with ASD (Guillon, Hadjikhani, Baduel, &
Rogé, 2014; Papagiannopoulou, Chitty, Hermens, Hickie, &
Lagopoulos, 2014; Yurkovic et al., 2021). One source of in-
consistency may be the visual features of face stimuli used
in different investigations. Determining the extent to which
orienting to faces depends on face saliency and centering—
and whether orienting based on those features changes with
age—will help address what characteristics of face stimuli
should be controlled in diagnostic tests.

Is visual saliency a cue for face looking?

To understand the development of face looking, we must
consider how different mechanisms that influence where peo-
ple distribute their overt visual attention (i.e., where people
direct their eyes in a scene) change with age. Bottom-up
influences refer to attentional capture based on the visual ap-
pearance of a stimulus. Areas of a scene that are visually
salient (i.e., conspicuous) attract attention: When a region
differs from its surroundings based on one or more visual
features—intensity, color, orientation, and motion—it stands
out and is more likely to be fixated (Itti & Koch, 2000; Itti,
Koch, & Niebur, 1998). For example, the moving lips of a
person’s face in an otherwise motionless image will make the
face more salient compared to its surroundings. Top-down
influences refer to how observers choose to look at areas that
relate to observers’ goals or knowledge (Castelhano, Mack,
& Henderson, 2009; Tummeltshammer & Amso, 2018). For
example, an observer might have a goal to attend to one par-

ticular face that belongs to a focal character in a video while
inhibiting looking at other visually-salient (but less impor-
tant) faces competing for attention.

Previous developmental research investigating eye move-
ments during free viewing of images or videos has primar-
ily asked whether bottom-up versus top-down influences ac-
count for where infants and children look. In these stud-
ies, bottom-up influences are measured by calculating looks
to salient regions (as determined by a computational model
that calculates which areas of a scene are visually conspic-
uous based on color, intensity, orientation, and motion), ir-
respective of what those regions contain. Looking at faces,
irrespective of their visual saliency, is often considered ev-
idence of top-down influences. The guiding assumption in
using faces to measure top-down attention is that observers
look at faces because they reflect knowledge about what is
important in the scene regardless of whether they are visu-
ally salient (e.g. Birmingham, Bischof, & Kingstone, 2009).
Using static image arrays that contained faces and objects,
Kwon, Setoodehnia, Baek, Luck, and Oakes (2016) showed
that infants 6 months and older preferentially look at faces
even when more salient objects compete for attention, but 4-
month-olds’ attention is influenced more by visual saliency.
Similarly, a saliency model better predicted 3-month-olds’
eye movements while watching short animated video clips
compared to a face model, whereas the face model out-
performed the saliency model for 9-month-olds and adults
(Frank et al., 2009). Other studies comparing eye movements
during video viewing between adults and children (6-14
years) (Rider, Coutrot, Pellicano, Dakin, & Mareschal, 2018)
or between adults and monkeys (Macaca fascicularis) (Shep-
herd, Steckenfinger, Hasson, & Ghazanfar, 2010) found that
faces attracted attention more strongly than salient regions
(despite some differences between age/species groups).

However, age differences in looking to salient areas versus
faces should be interpreted cautiously. First, rates of looking
to salient areas and faces are highly dependent on the partic-
ular video stimuli. When comparing across a wide range of
ages (6 months to 12 years) and across a large, diverse set of
video stimuli, there was no evidence for consistent age dif-
ferences in either looking at salient areas or at faces across
video clips (Kadooka & Franchak, 2020). Although a few
clips showed age trends, age differences were not evident for
most stimuli. Moreover, the influence of saliency or faces on
eye movements varied widely between video clips and over
time within each video clip, suggesting that observers adjust
how they prioritize different features depending on the scene.
Furthermore, infants’ rates of face looking varies according
to the number of faces in view in different stimuli (Franchak
et al., 2016; Frank, Vul, & Saxe, 2012; Stoesz & Jakobson,
2014), suggesting that face looking is moderated by the con-
tent of the scene.

Second, it is problematic to treat visual saliency and face
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locations as independent influences on visual attention. In-
deed, faces may be a privileged type of visual stimulus
with a distinct neural mechanism supporting their detec-
tion (M. H. Johnson, Senju, & Tomalski, 2015; Mackay,
Cerf, & Koch, 2012; Morton & Johnson, 1991). Further-
more, saliency models are designed to capture the likeli-
hood of looking at meaningful areas in a scene based on
their appearance, thus, there is considerable overlap between
what bottom-up and top-down models predict (Einhauser,
Spain, & Perona, 2008; Henderson, Brockmole, Castelhano,
& Mack, 2007). A corpus analysis of children’s television
programs found that faces have high contrast features and
are dynamic, so they are often more salient than the static
background of a scene (Wass & Smith, 2015). In Frank et
al. (2009), both saliency models and face models became
more predictive with age (although the face model did so
at a greater rate), possibly because face regions were more
salient than non-face regions. This was explicitly tested in
an investigation of Feist’s Sesame Street clip: The relative
saliency at the point of gaze was greater when observers fix-
ated faces compared with non-face regions (Franchak et al.,
2016). Of course, the saliency of faces changes from mo-
ment to moment and depends on the characteristics of the
surrounding scene. When there are multiple faces in a scene,
faces necessarily vary in their relative saliency. Complex in-
teractions between the saliency of faces, the number of faces,
and the importance of those faces to the plot narrative may
explain why there are no consistent age differences in look-
ing to salient areas or to faces when measured across a wide
stimulus set (Kadooka & Franchak, 2020) or when compar-
ing results across different investigations that used different
stimuli (e.g., Franchak et al., 2016; Frank et al., 2009, 2012).

To better understand these interactions, we can investigate
how saliency might serve as a cue to help guide attention
towards faces. Rather than testing whether observers look
at faces versus salient areas (e.g., Franchak et al., 2016;
Frank et al., 2009; Kadooka & Franchak, 2020; Rider et al.,
2018), we can instead ask whether observers look more of-
ten at a face when it is more salient compared to when it is
less salient. Salient faces might help scaffold infants’ scene
viewing through the convergence of bottom-up (e.g., visual
appearance) and top-down (e.g., role in the narrative) cues.
However, the two prior developmental studies of bottom-up
orienting to faces only tested how face saliency contributes
to face looking in static images. Amso et al. (2014) found
that young infants do not use saliency as a cue to guide
face looking. Observers were presented with static images
that contained faces; in half of the images the face was the
most salient location, in the other the face was not the most
salient location. Saliency facilitated face detection in ob-
servers 12 months and older, but infants under 12 months
showed no difference in rates of orienting to salient and non-
salient faces. A recent study (Kelly, Duarte, Meary, Binde-

mann, & Pascalis, 2019) found that salient faces were de-
tected more reliably among 3- to 12-month-old infants com-
pared with non-salient faces, suggesting that saliency could
facilitate face looking early in infancy. However, no study
has tested the extent to which infants’ and toddlers’ orienting
to faces depends on different levels of face saliency in dy-
namic stimuli such as television videos. In particular, motion
is a strong cue to faces in videos that might attract attention
to faces (Wass & Smith, 2015).

Is centering a cue for face looking?

The center bias refers to the tendency for observers to di-
rect their eyes towards the central region of a photograph,
and has been found consistently in studies of adults’ scene
viewing (e.g., Tatler, 2007). The center bias is evident in eye
tracking studies with infants as young as 3 months viewing
photographs (Mahdi et al., 2017; van Renswoude, van den
Berg, et al., 2019; van Renswoude, Visser, et al., 2019). In
fact, a model that simply predicts that observers will look at
the center of an image performs nearly as well at account-
ing for infant and adult eye movements as a state-of-the-art
saliency model (Mahdi et al., 2017). There are several rea-
sons for this bias. In part, viewers look to the center of im-
ages because of a “photographer’s bias” (Parkhurst & Niebur,
2003; Tseng, Carmi, Cameron, Munoz, & Itti, 2009): Pho-
tographs and videos tend to center the subject in view. How-
ever, this explanation is not complete, because observers still
fixate the center of photographs in which salient visual fea-
tures are clustered outside of the center (Tatler, 2007). Tatler
(2007) suggested two additional explanations. First, looking
to the center is an ideal starting point for subsequent visual
exploration—it allows observers to capture the “gist” of a
scene and minimizes the distance the eyes need to travel in
any direction to a location of interest. Second, viewers may
look towards the center of a display to keep the eyes cen-
tered in their orbits (“orbital reserve”), which is motorically
efficient and more comfortable compared with keeping the
eyes rotated at an extreme angle.

Center bias is also evident in adults’ viewing of dynamic
scenes (Coutrot & Guyader, 2014; Kirkorian, Anderson, &
Keen, 2012; Mital, Smith, Hill, & Henderson, 2011; Rider et
al., 2018; Tseng et al., 2009; Wang, Freeman, Merriam, Has-
son, & Heeger, 2012). In particular, adults tend to look to the
center of a screen following cuts between shots, supporting
the idea that the center of the screen is an ideal place to begin
exploration. Indeed, the influence of the center bias weakens
as time progresses after a cut. Despite the aforementioned
center bias in infants’ viewing of static images, infants do not
re-center their gaze following scene cuts in videos (Kirkorian
et al., 2012). Children 4 years and older tend to look to the
center following scene cuts, but do so less reliably compared
with adults (Kirkorian et al., 2012; Rider et al., 2018). These
results suggest that infants’ and children’s lack of experience
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Compare a face when fixated... Compare the fixated location...

...to another frame when it was not fixated

A. Face looking analysis B. Overall looking analysis

...to a random location on the same frame

Figure 1. Two analytic strategies. A) The face looking analysis compared each face when it was looked at to the same face
on other video frames when it was not looked at by each participant. For this analysis, the saliency and centering of the face
area of interest (white ellipse) is compared across different video frames. B) The overall looking analysis compared the gazed
location (yellow circle) on each video frame (regardless of whether it was a face or non-face region) to a randomly selected
location (white circle) on the frame that was not looked at by the participant. In this analysis, the saliency, centering, and face
content of the gazed and un-gazed locations (yellow vs. white circles) are compared within the same video frame.

with media may contribute to strategic differences in how
centering guides visual exploration.

Adults use centering information to orient towards faces
in dynamic videos (Xu et al., 2018). In particular, centering
can be a useful cue to decide which face to look at when
there are multiple faces in view because cinematographers
often frame focal characters’ faces in the center of a scene.
To our knowledge, no previous study has tested whether cen-
tering influences infants’ and children’s tendency to look at
faces—is a face fixated more during moments that it appears
in the center as opposed to the edge of a screen? Given
past research showing a protracted development of centering
eye gaze following cuts (Kirkorian et al., 2012; Rider et al.,
2018), we predict that the use of centering as a cue for face
looking will increase with age.

Current Study

Much prior work in the development of viewing dynamic
media has focused on how saliency, faces, and centering in-

dependently predict where infants and children look. The
goal of the current study was to take a step further by asking
how these factors interact by testing whether saliency and
centering serve as cues to face looking, and whether those
cues to face looking change with age. Although prior work
examined saliency-based orienting to faces in photographs
(Amso et al., 2014; Kelly et al., 2019), it is unknown whether
those results generalize to dynamic videos that contain mo-
tion cues and narrative content. And although centering is
a strong cue for adults’ orienting to faces in videos (Xu
et al., 2018), no study has tested whether centering relates
to face looking in infants and children. Previous research
found considerable variability in rates of looking at faces,
rates of looking to salient areas, and the saliency of faces
across video stimuli (Frank et al., 2012; Kadooka & Fran-
chak, 2020; Stoesz & Jakobson, 2014; Wass & Smith, 2015).
Accordingly, it was important for the current investigation
to test saliency and centering cues for face looking across a
large stimulus set with multiple faces that vary in appearance
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and location over time.
Thus, these analyses were conducted on a previously col-

lected data set that met those criteria (Kadooka & Franchak,
2020). Eye movement data from children (6 months to 12
years) and adults who watched five 2-minute video clips were
used to determine the influence of saliency and centering as
cues for face looking and whether the influence of those cues
changed with age. We annotated the data set to define face
areas of interest (AOIs) on every frame and calculated the
saliency and centering of each face. We employed general-
ized mixed-effect models (GLMMs) to predict the likelihood
of looking at each face based on saliency and centering by
comparing frames in which the same face was or was not
looked at by each participant (Figure 1A). This “face look-
ing analysis” lets us take into account the nested random ef-
fects in complex stimuli—multiple faces nested within video
frames nested within individual video exemplars—to deter-
mine how saliency, centering, and their interaction predicts
face looking across age. Although past work with static im-
ages suggests an age-related increase in saliency-based ori-
enting to faces, given inconsistent age differences in looking
to salient areas and faces (when measured separately) across
studies using dynamic stimuli (Franchak et al., 2016; Frank
et al., 2009; Kadooka & Franchak, 2020; Rider et al., 2018),
we had no strong basis to predict whether saliency-based ori-
enting to faces would change with age. However, prior work
is consistent in showing age differences in centering follow-
ing scene cuts (Kirkorian et al., 2012; Rider et al., 2018), so
we predicted that the influence of centering on face looking
would increase with age.

If we find age-related changes in how face looking de-
pends on saliency and/or centering, it is important to deter-
mine whether those changes in attention are specific to face
looking or reflect general attention development. Although
the past study using the data set (Kadooka & Franchak, 2020)
found that there were no general age-related changes in how
frequently infants, children, and adults looked at salient ar-
eas or at faces, the role of centering was not tested. Thus,
we conducted a second “overall looking analysis” to assess
whether there were age-related changes in looking at cen-
tered regions, salient regions, and faces. Following the ap-
proach of Rehrig et al. (2022), we used GLMMs to compare
features at the region each participant looked at on each video
frame compared with a randomly-selected un-gazed location
on the same frame (Figure 1B). This analysis will distinguish
whether the likelihood of looking at an area in the video ver-
sus a random area depend on saliency, centering, and the
presence of a face, and whether that likelihood changes with
age.

Method

Participants

Participants were drawn from a previous study that inves-
tigated eye movements during free viewing of video stimuli
(Kadooka & Franchak, 2020) in children (6 months to 12
years) and college-aged adults. In the previous study, seven
2-min video clips were shown to participants. Data from five
video clips were used in the current study (one video clip was
excluded because it did not contain faces for a long enough
duration to analyze, and another video was excluded because
there was too much overlap in face regions in the image to
disambiguate which face was looked at on each frame). The
sample contained 79 children and 10 adults based on a power
analysis and exclusion criteria reported in the original paper.
Data from 10 additional adults were later collected to serve
as a baseline group for calculating adult-like gaze scores, as
in (Franchak et al., 2016), but were not available when the
original paper was published. We made use of all available
data in the current study, so the final sample included 79
children and 20 adults. Table 1 provides age, sex, number
of participants, and calibration quality statistics for infants
(0.5-1.5 years), toddlers (1.5-3 years), young children (3-6
years), older children (6-12 years), and adults (18-26 years).

Adult participants were recruited from the University of
California, Riverside psychology participant pool and child
participants were recruited from the Riverside County area.
Adults participants received credit towards a course re-
quirement, and families of child participants received $10
and a book or small toy. Caregivers identified participat-
ing children as Black/African American (n = 1), Amer-
ican Indian/Alaskan Native (n = 4), non-Hispanic White
(n = 38), Hispanic or Latino(a)/White (n = 12), and more
than one race (n = 21). Adult participants self-identified as
Black/African American (n = 2), non-Hispanic White (n =
5), Asian (n = 8), Hispanic or Latino(a)/White (n = 3), and
more than one race (n = 1). Race/ethnicity was not re-
ported for 3 children and 1 adult. The present study was con-
ducted according to guidelines laid down in the Declaration
of Helsinki, with written informed consent obtained from a
parent or guardian for each child before any assessment or
data collection. The study was approved by the Institutional
Review Board of the University of California, Riverside and
conforms to the standards of the US Federal Policy for the
Protection of Human Subjects.

Stimuli

The stimuli came from different sources. Two clips were
from Sesame Street (including Feist’s counting video), two
were music videos designed for an adult audience (but still
appropriate for child viewers), and one clip was a chil-
dren’s science demonstration. Clips were selected to be con-
tinuous shots containing no cuts and to present live-action
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Table 1
Characteristics of participants in each age group: Number of participants, sex of participants (M = male, F = female), age

(months), mean calibration error (degrees), mean precision (degrees), and percentage of video frames containing valid data.
Standard deviations are shown in parentheses.

n M F Age Error Precision % Valid Gaze
Infants (0.5-1.5 yr) 33 13 20 0.97 0.64 (0.29) 1.71 (0.38) 77.9 (17.3)
Toddlers (1.5-3 yr) 20 11 9 2.00 0.54 (0.15) 1.69 (0.30) 82.5 (15.0)
Young Children (3-6 yr) 14 8 6 4.52 0.57 (0.33) 1.70 (0.33) 85.2 (13.7)
Older Children (6-11 yr) 12 9 3 9.01 0.33 (0.10) 1.59 (0.22) 88.5 (9.0)
Adults (18-26 yr) 20 13 7 19.83 0.45 (0.16) 1.53 (0.31) 91.8 (6.8)

scenes with limited graphical elements. The audio track
from each video was replaced with instrumental children’s
music so that eye movements would be based solely on
visual information in each scene. A Databrary repository
(https://nyu.databrary.org/volume/1007) contains each of the
stimulus videos overlaid with exemplar data from infants and
adults (for more stimulus details, see Kadooka & Franchak,
2020).

Apparatus and procedure

Participants sat 60 cm from an Eyelink 1000 Plus eye
tracker (SR Research) mounted beneath a 43.2 cm (diagonal)
computer monitor. Monocular eye movements (right eye)
were recorded at 500 Hz. Infants sat in a high chair with
a harness to reduce body movement and older participants
were seated on a chair. A sticker was placed on each partic-
ipant’s forehead to allow the eye tracker to detect participant
faces because a chinrest was not used. A 5-point calibration
was performed for each participant followed by a 5-point val-
idation used to estimate calibration accuracy. The calibration
process was repeated until validation indicated errors 1.5º or
less. After a satisfactory calibration, videos were shown in
a randomized order. Videos were presented at 30 Hz at the
maximal size allowed by the monitor, subtending a visual
angle of 31º (horizontal) × 19º (vertical).

Calibration accuracy (spatial error of estimated point of
gaze compared to actual validation target) averaged M =
0.53º (SD = 0.25) across age groups and was correlated with
age (r = -.27, p = .006). However, the size of the age differ-
ence in accuracy was minimal, with infants’ accuracy only
0.22º worse than adults’. Spatial position was reliable over
successive samples throughout testing, with precision aver-
aging M = 1.65º (SD = 0.33) using the metric described by
Wass, Forssman, and Leppänen (2014). Precision was nega-
tively correlated with age (r = -0.20, p = .048), but differed
by only 0.18º between infants and adults. Calibration accu-
racy, precision, and the percentage of valid gaze samples are
summarized by age group in Table 1. Although the small
differences in accuracy and precision are unlikely to have
an influence in the resulting analyses, to be cautious we re-
frained from using fixation-detection algorithms, which can

be susceptible to differences in calibration quality (Wass et
al., 2014). Instead, we analyzed raw data samples to avoid
differences in fixation detection creating an age-related con-
found.

Data processing

Dataviewer software (SR Research) was used to draw an
area of interest (AOI) ellipse around each face exemplar on
every frame (white ellipses in Figure 2). There were 21 dif-
ferent face exemplars coded across the 5 videos. Faces var-
ied in size and location from frame to frame due to character
movement. For each participant, we calculated face look-
ing for each face exemplar on each video frame when the
point of gaze fell within the face AOI. Frames for which a
participant had valid gaze data (i.e., looking on screen) but
did not look at a particular face exemplar were considered
non-looking events. Because the face-looking analysis mod-
eled each face separately, we did not need to address overlap-
ping face AOIs. If the point of gaze was located within two
overlapping face AOIs, that frame counted as a face-looking
event for both of the faces. The following sections describe
how we calculated each cue—saliency and centering—to de-
termine whether each cue could be used to accurately distin-
guish between face-looking events and non-looking events.

Saliency of face AOIs. A saliency map for every pixel
in each video frame was calculated using the GBVS toolbox
(Harel, Koch, & Perona, 2006) implementation of the Itti and
Koch saliency algorithm (Itti et al., 1998). Each video frame
was converted to an image, from which five separate low-
level feature maps (intensity, color, orientation, flicker, and
motion) were generated. Flicker and motion maps used in-
formation from successive video frames. Each feature map
represented the degree to which each pixel was unique in its
feature value relative to the other pixels in the image. The
five feature maps were evenly weighted and combined into
an overall saliency map that contained the relative saliency
of every pixel in the image. Based on the overall map, each
pixel was given a percentile score ranging from 0 to 1, with
1 being most salient pixel in the image.

We determined the saliency of each face AOI on every
video frame as the value of the most salient pixel contained
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A. AOI saliency and centering examples B. Characteristics of individual face exemplars

Feist

Figure 2. (A) Example of face areas of interest (AOIs) on two example video frames. White ellipses were drawn by hand
to indicate face locations on each frame. The saliency map is overlaid onto each frame to indicate which regions had higher
saliency (bright yellow) compared to little saliency (no colored overlay). The centering of each face is indicated by the orange
line measuring the distance of each AOI to the center of the image (red dot). (B) Characteristics of the 21 face exemplars.
Each symbol indicates one face AOI by plotting its average saliency value against its average centering value. Vertical error
bars indicate the SD of saliency and horizontal error bars indicate the SD of centering (SDs calculated across all frames in
which the face appeared in the video). The color of the point refers to which of the five stimulus videos the face appeared
in. The size of the point indicates the proportion of time that the face appeared in the 2-min video. Feist’s face is labelled,
showing that it was both more salient and more centered on average than most faces in the data set.

in the AOI ellipse. Figure 2A displays the overall saliency
map overlaid onto two example video frames. In the top im-
age of Figure 2A, face 3 is the most salient, but face 2 is
the most salient in the bottom image. An AOI value of 1
indicated that the AOI contained the most salient pixel in the
image; an AOI value of .75 indicated that the most salient
pixel in the AOI was more salient than 75% of the pixels in
the image. Note, we chose to use the most salient pixel as
a metric for saliency as opposed to the mean of the saliency
values to capture the degree to which a face “pops out” from
the scene. A face that uniformly contains moderately-salient
pixels may have a higher mean value than a face that contains
the most salient pixel in the image. However, the face with
the most salient pixel is more likely to stand out in the image
due to the extreme value. This choice in operationalizing
saliency also makes our results more comparable to the only
other prior studies of bottom-up orienting to faces in com-
plex images (Amso et al., 2014; Kelly et al., 2019), which
defined salient faces as those that contained the most salient
pixel. The resulting saliency values were z-scored for use in
statistical models.

Centering of face AOIs. The centering of each face
AOI was calculated for every video frame based on the Eu-
clidean distance of the AOI to the center of the image (based
on the distance from the center of the screen to the center
pixel of the AOI). The yellow lines on Figure 2A show the
distance from center for two faces (2 and 3); in both cases,
face 3 is the most centered in the image. Raw centering dis-
tances in pixels were z-scored and reversed, so that positive
values indicate AOIs that are closer to the center of the im-
age.

Results

As in recent work (Nuthmann, Einhäuser, & Schütz, 2017;
Rehrig et al., 2022; van Renswoude, Visser, et al., 2019), we
used generalized linear mixed-effect models (GLMMs) with
binomial link functions (i.e., logistic regression) to model
how the likelihood of looking depended on the visual features
of gazed and un-gazed locations. Analyses were conducted
in R (R Core Team, 2018) using the lme4 package (Bates,
Mächler, Bolker, & Walker, 2014). The first analysis (“face
looking”) tested whether each face was more or less likely
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to be looked at by participants of different ages depending
on the saliency and centering of that face (Figure 1A). This
analysis addresses the primary aim of determining whether
face saliency, face centering, and their interaction result in
a higher likelihood of looking at a given face. The second
analysis (“overall looking”) determined whether there were
baseline differences in looking at salient, face, and centered
locations across age. This secondary analysis was used to
determine whether the results from the face looking analysis
derived from general age-related changes in attention to these
cues, or whether they were specific to face looking.

Age moderated the influence of cues on face looking

First, the “face looking analysis” compared the saliency
and centering of each face on frames where it was looked
at by a participant compared with the same face on frames
where it was not looked at by that participant. We gath-
ered each face AOI on each frame that was looked at by
each participant (face looking = 1). To model what factors
increased the likelihood that each participant looked at that
face, we created a comparison set of faces by randomly sam-
pling an equal number of video frames that each face was not
looked at by each participant (face looking = 0). For exam-
ple, if a participant looked at a particular character’s face on
800 video frames, we randomly selected 800 frames during
which that participant did not look at that character’s face and
instead looked elsewhere to compare the saliency and center-
ing of that face on looking versus non-looking frames. The
final data set for this analysis contained 1,128,513 rows of
data, determined by the variation in how many frames each of
the 99 participants looked at each face, how many faces were
contained in each video (2-5 faces), and how many video
frames each face was present within each video. As in pre-
vious work (Amso et al., 2014; Kadooka & Franchak, 2020),
log-transformed age was used to model changes that are ini-
tially rapid in infancy but slow in later childhood and adult-
hood. Additionally, better fits based on AIC values were ob-
tained when using log-transformed age compared with non-
transformed age. The fixed effects (centering, saliency, and
log-transformed age) were z-scored to aid in GLMM calcula-
tions. Age was centered at the minimum value so that param-
eter estimates would indicate performance for the youngest
infants tested in the study.

A benefit of mixed-effect modeling is that it allows spec-
ification of multiple crossed and nested random effects. In
this design, individual faces were nested within video frames,
and individual video frames were nested within the five
videos. Each participant was a random effect that was
crossed with the nested face-within-frame-within-video ef-
fect, since each participant viewed each of the five videos.
The most maximal model converged, which included ran-
dom intercepts and random slopes for centering, saliency,
and their interaction. A second benefit of modeling faces

and frames as random effects is that it helps address the
differential missingness in gaze data observed across age
groups; the random effect structure captures baseline differ-
ences in the degree to which different faces vary in the in-
fluence of saliency and centering on different video frames.
The final model tested was: Face Looking ∼ Centering×
Saliency× log(Age)+(1+Centering×Saliency|Sub ject)+
(1 +Centering × Saliency|Video/Frame/Face). Table 2
shows the fixed and random effects of the GLMM.

Because age was centered on the youngest participant
(6 months), the significant effect of saliency (beta = 0.18)
and non-significant effect of centering (beta = -0.04) sug-
gest that saliency but not centering served as a cue that dis-
tinguished between times that infants would look at versus
not look at a given face. However, the role of saliency and
centering changed with age, as evidenced by a significant
Centering×Saliency×Age 3-way interaction (beta = 0.03)
and a significant 2-way Centering×Age (beta = 0.06) inter-
action. To further illustrate this 3-way interaction, we plotted
model estimates and confidence intervals of the likelihood
of looking at a face given that face’s saliency and centering
separately for each age group (each individual plot in Figure
3 shows marginal estimates set at the mean age of each age
group listed in Table 1). As the figure shows, younger in-
fants looked more at faces when they were more salient (the
solid line is above the dashed line), however, the likelihood
of face looking did not change according to the centering
value (lines are flat with respect to the x-axis). By adulthood,
both face saliency and face centering increased the likelihood
of face looking, and the two cues showed an interactive ef-
fect. Increasing saliency had a minimal effect on increas-
ing the likelihood of looking at a less-centered face, but had
a larger effect on increasing the likelihood of looking at a
more-centered face.

To investigate this another way, we re-centered age on
adults and then recalculated the model. Like infants, adults
showed a significant effect of saliency (beta = 0.17, p = .004).
Unlike infants, adults showed a significant effect of centering
(beta = 0.15, p = .028) and a significant Saliency×Centering
interaction (beta = 0.07, p = .014). In summary, infants’ face
looking patterns suggest that they attended to faces when
they were more salient, but not when they were more cen-
tered. In contrast, with age, both saliency and centering in-
creased the likelihood of looking at a face, in particular when
the two cues were present in combination (a face that was
both centered and salient).

The random effect structure of the model provides a
way to investigate what aspects of the stimuli created vari-
ations in face looking. By-subject random effects varied
less compared to by-item random effects (at every level of
nesting), suggesting that faces varied substantially across
video frames in ways affected how each cue might influ-
ence face looking. Furthermore, random slopes of centering
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Table 2
Generalized linear mixed-effect model predicting the likelihood of face looking from face centering, face saliency, and par-

ticipant age. Centering and saliency were scaled and centered at the mean; age was log-transformed, scaled, and centered at
the minimum (6 months). Fixed-effect parameter estimates are log(odds); random effects indicate the standard deviation (SD)
of parameters according to each random effect grouping. Statistically-significant model terms are indicated in bold.

Fixed Effects Random Effects (SD)

Predictor beta SE z p Subject Face1 Frame2 Video

Intercept -0.20 0.053 -3.72 <0.001 0.06 1.00 0.18 0.11
Centering -0.04 0.069 -0.56 0.57 0.11 0.29 0.27 0.15
Saliency 0.18 0.061 3.05 0.002 0.09 0.11 0.25 0.13
log(Age) -0.01 0.007 -0.90 0.37
Centering×Saliency -0.01 0.030 -0.38 0.70 0.06 0.14 0.10 0.06
Centering×log(Age) 0.06 0.011 5.40 <0.001
Saliency×log(Age) 0.00 0.010 -0.32 0.75
Centering×Saliency×log(Age) 0.03 0.007 4.00 <0.001

1Face nested in Frame nested in Video
2Frame nested in Video

according to Face/Frame/Video were more variable (SD =
0.29) compared with random slopes of saliency according to
Face/Frame/Video (SD = 0.11). This suggests that saliency
played a more constant role over time within a video for each
given face, whereas centering was a more variable cue over
time. This is consistent with the greater underlying variabil-
ity in face centering compared with face saliency seen in Fig-
ure 2.

Did overall looking depend on face presence, saliency,
and centering?

The prior section indicates that face looking depends
on saliency across age, but increasingly depends on both
saliency and centering through childhood and adulthood.
This raises the question of whether the age-related increase in
centering as a cue for face looking is specific to face looking,
or whether it simply reflects an age-related increase in the
center bias. To address this, we conducted an “overall look-
ing analysis” to determine whether gazed versus un-gazed lo-
cations on every video frame differed in saliency, centering,
and/or the presence of a face. Whereas the previous analy-
sis selected data based on face looking events and calculated
the saliency and centering of an entire face AOI (Figure 1A),
the current analysis analyzed every video frame, regardless
of face looking, to compare image features within that video
frame (Figure 1B).

We gathered every video frame where the participant had
valid gaze data (i.e., excluding blinks or looks offscreen). For
each frame for each participant, we calculated the saliency
and centering within a circular region 1.2º in radius around
the point of gaze (looking = 1). As in the face looking analy-
sis, the saliency value used was the maximum of saliency val-
ues within the gazed region, and centering was the scaled dis-

tance between the center of the gazed region and the center of
the video. Using the AOI information, we coded whether any
part of the gazed region intersected with a face AOI or not.
Next, we randomly selected a second circular region of the
same size from within the video frame (looking = 0) that was
not permitted to overlap the gazed region, as in Rehrig et al.
(2022). We then calculated saliency, centering, and face pres-
ence for the un-gazed location. Note that truly random com-
parison locations (as opposed to gaze-inspired random loca-
tions) were necessary to reveal whether participants show a
centering effect. The resulting data set contained 2,802,128
rows of data based on how many frames/videos contained
valid gaze data for each of the 99 participants.

As before, we calculated a GLMM to model the likeli-
hood of looking at a region of the video depending on fixed
effects of log(age), saliency, and centering, but with the ad-
dition of face (face versus non-face region) as an additional
categorical fixed factor. We included random effects for in-
dividual video frames nested within the five videos, but indi-
vidual faces were not considered in this model, just the over-
all tendency to look at any face region. Thus, each partic-
ipant was a random effect that was crossed with the nested
frame-within-video effect. Because our goal was simply to
test whether each of the three cues predicted overall looking
and whether the strength of those cues changed with age,
we centered age on the youngest participant and included
interaction terms for each cue against age (more complex
interaction terms were not necessary to answer our ques-
tion). The final model tested was: Looking ∼ Centering×
log(Age) + Saliency× log(Age) + Face× log(Age) + (1 +
Centering + Saliency + Face|Sub ject) + (1 +Centering +
Saliency+Face|Video/Frame). Table 3 shows the fixed and
random effects of the final GLMM model.

The results of the GLMM rule out the possibility that the
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Figure 3. Estimated likelhood of face looking (y-axis) according to z-scored face centering (x-axis; larger values = more
centered) and face saliency (solid lines = more salient). Shaded regions show 95% confidence intervals (darker gray regions
indicate slight overlaps between confidence intervals). Plots are shown individually according to age group to indicate how
the interaction between centering and saliency emerged from infancy to adulthood.

face-looking effects in the previous section are due to gen-
eral age-related changes in attention to each type of cue. All
three cues showed significant positive effects in the model
(face beta = 1.58, centering beta = 0.86, and saliency beta
= 0.77). Because age was centered at the youngest partic-
ipant, we can conclude that centering predicted overall be-
havior in the youngest infants even though it did not signif-
icantly influence face looking in young infants. More im-
portantly, none of the three cues interacted with age (ps >
.073). Thus, we failed to find evidence that saliency, center-
ing, and face presence changed in their overall influence on
looking behavior from infancy to adulthood. Figure 4 shows
the likelihood of looking at a region according to each cue;
flat lines with respect to participants’ age (x-axis) suggest
that the influence of each cue was consistent at every age.

As in the previous analysis, random slopes for each type of
cue were more variable over frames compared to between
videos (and between participants), suggesting that the video
stimuli contained substantial variation in how each type of
cue influenced looking over time.

Discussion

Complex scenes—whether static photographs or dynamic
videos—contain rich, structured information that can guide
observers’ attention. The faces of important characters are
often salient (Wass & Smith, 2015) and centered in view (Xu
et al., 2018). Our new analysis of a previously-collected data
set (Kadooka & Franchak, 2020) addresses a gap in the de-
velopmental literature concerning whether infants, children,
and adults are differentially sensitive to these cues. Our find-
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Table 3
Generalized linear mixed-effect model predicting overall looking from centering, saliency, face presence, and participant age.
Centering and saliency were scaled and centered at the mean; age was log-transformed, scaled, and centered at the minimum
(6 months). Fixed-effect parameter estimates are log(odds); random effects indicate the standard deviation (SD) of parameters
according to each random effect grouping. Statistically significant model terms are shown in bold.

Fixed Effects Random Effects (SD)

Predictor B SE z p Subject Frame1 Video

Intercept -0.56 0.206 -2.70 0.007 0.20 0.48 0.45
Centering 0.86 0.103 8.39 <0.001 0.14 0.61 0.22
Saliency 0.77 0.051 15.13 <0.001 0.10 0.56 0.11
Face 1.58 0.199 7.93 <0.001 0.34 0.99 0.42
log(Age) -0.02 0.020 -1.18 0.24
Centering×log(Age) 0.02 0.015 1.40 0.16
Saliency×log(Age) -0.02 0.010 -1.79 0.073
Face×log(Age) 0.01 0.034 0.22 0.83

1Frame nested in Video

ings revealed that whereas face saliency cued face looking in
participants of all ages, face centering emerged as a cue later
in development. Furthermore, the overall looking analysis
revealed that this age-related change in centering as a cue for
face looking cannot be attributed to a general age difference
in the center bias: Participants of all ages were similarly sen-
sitive to face presence, saliency, and centering.

Demonstrating that saliency is a positive cue for face look-
ing in both infants and children (6 months to 12 years) adds
to previous work that tested static images (Amso et al., 2014;
Kelly et al., 2019). Whereas Amso et al. (2014) found that
young infants (4-12 months) did not orient to faces based on
saliency, Kelly et al. (2019) found that face saliency aided
face detection. In the current study, we found that saliency
was a significant and equally-strong cue for face looking
across age when viewing dynamic scenes. In addition to
static features (i.e., intensity, color, orientation), videos con-
tain dynamic features (i.e., flicker, motion). Motion may be
a particularly informative cue for face detection because in-
fants see agents (and their faces) move in daily life. An ad-
vantage of the current approach compared to previous stud-
ies of saliency-based orienting to faces was that we modeled
whether continuous increases in saliency predicted face look-
ing using GLMMs, whereas Amso et al. (2014) and Kelly et
al. (2019) made binary comparisons between faces that either
contained the most salient region or did not. The saliency of
‘non-salient’ faces relative to other targets in the photographs
was not reported in those investigations. As our analysis
showed (Figure 2B), faces were among the most salient re-
gions in most frames of the videos.

Our analysis was novel in testing whether face center-
ing, and the interaction of face centering and face saliency,
were predictive of face looking in infant and child samples.
The youngest infants we tested did not show evidence of us-
ing face centering as a cue for face looking. With age, the

role of centering increased; by adulthood, centering was an
equally strong predictor compared with saliency. Moreover,
when we centered the age variable on adults, a significant
Saliency×Centering interaction revealed that adults used the
two cues in combination (Figure 3). For salient faces, cen-
tering was a stronger predictor of face looking, but center-
ing had a more modest effect among less salient faces. Be-
cause face saliency and face centering were strongly corre-
lated across face exemplars (Figure 2B), at first glance it
would seem that the two cues might be redundant. Yet, adults
behaved as if the combination of saliency and centering was a
particularly strong cue for face looking, suggesting that cen-
tering and saliency might carry different information. This is
consistent with the random effect component of the model;
faces varied more in centering compared with saliency across
videos frames.

The different age trajectories of orienting based on
saliency versus centering shed light on the developmental
mechanisms that underlie changes in face looking during me-
dia viewing. Bottom-up attention develops rapidly in the first
months of life (Colombo, 2001; Oakes & Amso, 2018). Im-
provements in the perception of low-level features, such as
motion, color, and orientation, depend on the maturation of
visual pathways (S. P. Johnson, 2011). This maturation is not
independent of experience. For example, deprivation studies
show that a complete lack of visual input to one eye disrupts
visual development in kittens (Hubel & Wiesel, 2004). More
subtle effects of experience have been found in studies with
human infants: Amso et al. (2014) found that bottom-up ori-
enting to faces relates to environmental factors such as family
size and socioeconomic status. Regardless, because saliency-
based face orienting was stable from 6 months through child-
hood and early adulthood, protracted improvements in atten-
tion through early childhood (Oakes & Amso, 2018) do not
lead to an appreciable difference in the role of saliency as a
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Figure 4. Estimated overall likelihood of looking (y-axis) by age (x-axis) according to face presence, saliency, and centering.
Shaded regions show 95% confidence intervals. Each plot shows that participants of all ages looked more frequently at faces
compared to non-faces, salient areas compared to non-salient areas, and centered areas compared with non-centered areas.
Moreover, the flat lines indicate that these overall trends were unrelated to participant age.

cue for face looking.
More work is needed to understand what drives the emer-

gence of centering as a cue for face looking. It is unlikely
infants could learn that centering cues faces from real-life so-
cial attention experiences (outside of screens), because faces
are only centered in view when infants choose to orient their
heads to bring faces in view. Prior studies examining real-
life social attention demonstrate faces become less frequent
in view with age (Fausey, Jayaraman, & Smith, 2016), pos-
sibly as a consequence of: 1) infants spending time on the
ground in body positions that are not conducive to orienting
towards adult faces (Franchak et al., 2018; Kretch, Franchak,
& Adolph, 2014), and 2) infants increasingly centering toys
rather than faces in view (Franchak, 2020). Possibly, the de-
velopment of centering as a cue for faces is related to me-
dia knowledge, similar to the age-related changes seen in re-
centering gaze following scene cuts (Kirkorian et al., 2012;
Rider et al., 2018). Moreover, given that our “overall look-
ing” analysis failed to find a change in center bias with age,
the current study suggests that the early presence of a general
center bias in infants (Mahdi et al., 2017; van Renswoude,
van den Berg, et al., 2019; van Renswoude, Visser, et al.,
2019) does not carry over to centering serving as a signif-
icant cue for face looking. Just like adults, infants in the
study showed a robust center bias, and both saliency and cen-
tering were strong predictors of overall looking. The latter
result contrasts with previous research of the center bias in
static images (van Renswoude, van den Berg, et al., 2019), in
which the center bias was stronger in adults compared with
infants.

The current study highlights the methodological im-
portance of testing free-viewing behavior across a larger,
more varied stimulus set than is typical in the literature.
Previously-reported age differences in attention to faces that

used only a single video stimulus (Franchak et al., 2016;
Frank et al., 2009) do not generalize to a large, diverse set
of videos (Kadooka & Franchak, 2020). In the current study,
variations within the stimulus set also played an important
role. Had we analyzed only a single face in a single video
to study (such as Feist’s face in the Sesame Street clip), we
would have missed the larger range of face saliency and cen-
tering values that occurred across the varied set of face exem-
plars (Figure 2B) that made it possible to detect the effects
of each cue. As in Nuthmann et al. (2017), we found that
between-item variation in random effects surpassed between-
participant variation in random effects. Beyond variation in
the faces’ features (between faces and over time), there was
likely considerable un-measured variation in how those fea-
tures corresponded with “importance” within the scene. Fu-
ture work could address the latter more directly by system-
atically varying whether salient/centered faces are more or
less relevant in the scene’s narrative to assess how observers
prioritize different cues for face looking.

We acknowledge some limitations in our approach. First,
visual attention to faces on screens is unlike visual attention
to faces in everyday life when observers are free to move and
interact. Regardless, we believe the question of what governs
looking to faces in screens is important in its own right, given
the applications for understanding educational media and di-
agnostic testing that uses faces on screens. Furthermore, the
use of replicable stimuli—videos that can be shown to mul-
tiple participants—is a methodological necessity for such a
question. In a naturalistic setting, it would be impossible to
equate the frequency with which participants saw the same
faces at the same levels of saliency and centering. Second,
as with any study that uses “found” stimuli, such as videos,
we acknowledge that the specific characteristics of the videos
could not be perfectly controlled nor manipulated. We hope
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that by detailing the characteristics of the face exemplars in
the video stimuli, these results can provide a basis for com-
parison to any future work that uses different stimuli with
different face exemplars. Third, as is common in develop-
mental studies that use eye tracking, the data set contained
differences in eye tracking accuracy and amount of useable
data between participants of different ages. Although the dif-
ferences in accuracy were modest, we cannot completely rule
out their effect on the current analyses. However, given that
we only found age differences in face centering with respect
to face looking—no other analysis revealed effects of age—
it seems less likely that the developmental finding is con-
founded by eye tracking quality or differences in valid gaze
data.

Conclusion

A primary strength of the current study was moving be-
yond treating saliency and faces as separable influences on
the development of looking behavior. Face looking during
video viewing is not a pure measure of top-down attention
or of social attention because infants’ and children’s deci-
sions to look at faces vary according to their visual features
with respect to the scene—face saliency and centering. De-
velopmental differences in face looking likely depend on a
variety of factors: attention development, experience with
media, and age differences in plot comprehension. Crucially,
the particular correspondence between the visual character-
istics of faces and importance of faces in a scene—which
is often unknown or unreported in prior research—may tap
into different underlying developmental influences on face
looking behavior. This can have significant consequences on
the interpretation of face looking and its application. For re-
searchers who seek to use face looking as a diagnostic tool
for early identification of ASD, care should be taken to de-
scribe the visual features of face stimuli (saliency and cen-
tering). Future research should endeavor to understand how
differences in the correspondence between visual features,
faces, and narrative content relate to free viewing behavior
over development.
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