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Low-level visual features (e.g., motion, contrast) predict eye gaze
during video viewing. The current study investigated the effect of
narrative coherence on the extent to which low-level visual sal-
ience predicts eye gaze. Eye movements were recorded as 4-
year-olds (n = 20) and adults (n = 20) watched a cohesive versus
random sequence of video shots from a 4.5-min full vignette from
Sesame Street. Overall, visual salience was a stronger predictor of
gaze in adults than in children, especially when viewing a random
shot sequence. The impact of narrative coherence on children’s
gaze was limited to the short period of time surrounding cuts to
new video shots. The discussion considers potential direct effects
of visual salience as well as incidental effects due to overlap
between salient features and semantic content. The findings are
also discussed in the context of developing video comprehension.

� 2022 Elsevier Inc. All rights reserved.
Introduction

Selective attention engages both scene-driven processes (e.g., stimulus-driven perceptual factors;
Itti, 2000; Itti & Koch, 2001) and expectation-driven processes (e.g., internally driven cognitive factors;
Birmingham et al., 2008; Castelhano et al., 2007). When watching dynamic scenes, such as excerpts
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from television shows, children and adults alike are more likely to fixate visually salient regions than
other less salient regions (Franchak et al., 2016; Frank et al., 2009). This tendency to fixate salient
regions, which we call salience-based gaze prediction (SBGP), may be due to the overlap between visu-
ally salient features and meaningful semantic content. That is, visually salient features may signal
important content or be clustered around meaningful regions of the scene (e.g., a character’s face)
(Henderson et al., 2007, 2019; Huston & Wright, 1983; Wass & Smith, 2014). Most of what is known
about gaze allocation during video viewing, particularly among younger viewers, is based on short
video excerpts. Thus, it is not clear whether SBGP is sensitive to a larger narrative context. The purpose
of the current study was to determine the extent to which narrative coherence affects SBGP in young
children and adults during free viewing of a complete television narrative.

Predicting eye gaze during dynamic scene viewing

Several studies have examined SBGP while adults view dynamic scenes (Itti, 2000; Itti & Koch,
2001). A relatively small number of studies have extended this work to younger viewers. For instance,
Frank et al. (2009) observed infants (3–9 months) and adults watching 4-s clips from an animated
movie. Frank et al. defined a predictive model using visual features such as temporal luminance con-
trast and spatial luminance contrast. They found that the extent to which infants fixated visually sali-
ent features on the screen was greater than would be expected by chance alone. In a similar study
using a continuous 60-s clip from a children’s television program, Franchak et al. (2016) calculated
the salience of viewers’ fixation areas based on five image channels: color, contrast, orientation,
motion, and flicker (i.e., luminance differentials across frames). The average salience of the fixated
areas was found to be in the top 20% of the salience of the whole screen in both infants (6–24 months)
and adults. Together, these studies and others (e.g., Kadooka & Franchak, 2020; Mital et al., 2011;
Pomaranski et al., 2021; Rider et al., 2018; Shepherd et al., 2010) demonstrate that visual salience pre-
dicts where eye gaze is directed in infants, school-age children, and adults alike.

Although many studies report that SBGP increases with age (Franchak et al., 2016; Frank et al.,
2009; Rider et al., 2018), this finding is not universal (Kadooka & Franchak, 2020). Moreover, some
scholars posit that age differences in SBGP can be explained by superficial characteristics of the
stimulus or data quality rather than underlying perceptual or cognitive abilities. For example, an
age-related increase in SBGP may be explained by an increase in attentional synchrony (and thus gaze
predictability) and the overlap between visually salient features and semantic content (e.g., faces),
which capture attention to an increasing degree with age (Frank et al., 2009; Kiat et al., 2022;
Pomaranski et al., 2021). Findings are mixed for cross-sectional studies comparing younger and older
viewers. Thus, experimental research that manipulates stimulus comprehensibility while holding low-
level visual properties constant could help to isolate expectation-driven processes within a given age
group.

Many studies on eye gaze during video viewing use static images or brief video clips that lack nar-
rative context, potentially reducing the extent to which expectation-driven processes drive eye gaze.
Yet, even when viewing short videos with relatively little narrative context, viewers’ gaze is at least
partly driven by meaningful semantic features such as faces (e.g., Franchak et al., 2016; Frank et al.,
2009; Rider et al., 2018). In the case of narrative television, it is likely that a viewer’s ongoing compre-
hension of the story underlies expectation-driven processes, allowing viewers to anticipate upcoming
content (e.g., areas of interest, plot relevance). Indeed, the narrative coherence of video content influ-
ences the duration of overt looks toward the screen in viewers as young as 18 months (Anderson et al.,
1981; Pempek et al., 2010). Moreover, narrative coherence affects attentional synchrony, or the con-
sistency in eye gaze across observers, at least as early as 4 years (Kirkorian & Anderson, 2018; Wang
et al., 2012).

Some studies examine the impact of comprehension on eye gaze by manipulating the narrative
coherence of video while maintaining low-level perceptual features. For instance, Wang and col-
leagues (2012) cut movie clips into short segments at fixed intervals (e.g., every 0.5 s) and reordered
the segments in a random sequence. Wang et al. found that intra-participant consistency in eye move-
ments to normal versus random sequences depended on segment length. Specifically, intra-
participant consistency was higher when segments were randomized at relatively long intervals
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(e.g., every 5 s) than at relatively short intervals (e.g., every 0.5 s). We found a similar effect of narra-
tive coherence on the degree of attentional synchrony (i.e., inter- rather than intra-participant consis-
tency), such that viewers were less likely to look at the same thing at the same time as each other
when video shots were presented in a random (vs normal) sequence (Kirkorian & Anderson, 2018).
It remains to be seen whether an experimental manipulation of narrative coherence would similarly
affect the degree to which low-level visual features predict eye gaze. Nonetheless, the studies
reviewed thus far are consistent with the hypothesis that a viewer’s ongoing comprehension of the
narrative influences eye gaze.

Narrative coherence may affect SBGP to the extent that visual salience signals the presence of
meaningful content. For example, Taya et al. (2012) observed no systematic differences in the gaze
patterns of adult participants who were instructed to free view a recording of a tennis match and those
who were instructed to determine which player earned a point during the match. The similarity in eye
movement patterns between the two viewing situations is likely due to the nature of the tennis
match: The most visually salient regions (i.e., movement) overlapped with regions that provided
task-relevant information (i.e., players earning points). As a direct test of this hypothesis, Hayes and
Henderson (2017) identified regions of both perceptual salience and semantic informativeness over
a scene. They found that both features predicted eye gaze. Although semantic informativeness
explained more variance in eye gaze, there was a high degree of overlap in the spatial distribution
of these features.

Similarly, visually salient features are likely to cluster around meaningful information (e.g., charac-
ters’ faces) in children’s television programs (Wass & Smith, 2014). In this way, perceptual salience
may serve as a cue to draw attention toward meaningful areas in a scene. Indeed, infants’ gaze pat-
terns are more similar to those of adults when the visually salient features of a video clip are concen-
trated in a small area of the scene, especially when the scene also contains a face (Smith et al., 2021).
Conversely, when viewing static images, children and adults are less likely to attend to faces when
faces are less visually salient compared with when faces are more salient (Amso et al., 2014). Similarly,
Franchak and Kadooka (2022) found that infants, children, and adults were more likely to attend to
salient versus nonsalient faces when viewing short television clips. Together, these findings illustrate
the interrelatedness of salient features and semantic information and that visually salient features can
help viewers to orient toward semantic information.
The impact of scene changes on attention

Children’s comprehension of television is partly driven by their comprehension of filmic montage, or
video editing techniques that convey concepts through relations between shots. For example, televi-
sion programs typically convey complex narratives through transitions across time, space, and char-
acter perspective. Comprehending filmic montage requires experience (Ildirar & Schwan, 2015) and
well-developed cognitive abilities such as attention, memory, spatial representation, and language
processing (Smith et al., 2012). As such, although television comprehension may feel like an automatic
mindless process to experienced adult viewers, visually processing and comprehending video is more
challenging for young children (e.g., Anderson et al., 2006; Lorch et al., 1987; Smith et al., 1985).
Among the different montage techniques, of particular interest in the current study are the transitions
from one video shot to another, often called jump cuts, such as from one camera angle to the next or
from one scene to the next.

Jump cuts may be a unique type of video editing feature that affects attention in specific ways. For
instance, jump cuts have been shown to elicit overt looks from inattentive viewers (Alwitt et al., 1980),
likely due to the abrupt change in visual and auditory cues. Jump cuts also have unique effects on the
visual fixation of attentive viewers. Adult viewers tend to fixate the center of the screen immediately
after a cut to a new scene (Le Meur et al., 2007; Mital et al., 2011; Tosi et al., 1997; Tseng et al., 2009;
Wang et al., 2012). As a result, attentional synchrony in adults is higher immediately following cuts to
new scenes than later in those scenes (Kirkorian & Anderson, 2018; Kirkorian et al., 2012). Fixating the
center of the screen may be strategic, allowing viewers to orient quickly to new scene content. Indeed,
adult viewers are more likely to fixate the center of the screen following a cut to a brand new unfa-
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miliar scene than following a cut to a different camera angle within the same familiar scene (Kirkorian
et al., 2012).

Although cuts clearly affect some aspects of gaze patterns in adults, the specific impact of cuts on
SBGP remains unclear. A comparison across different studies suggests that the impact of cuts may
depend on the semantic relation between consecutive video shots. When adult viewers watched a ser-
ies of short (4.5- to 30-s) unrelated video shots, SBGP peaked within 250 ms of jump cuts and grad-
ually decreased over the subsequent 2500 ms (Carmi & Itti, 2006). The authors posited that viewers
first oriented to perceptually salient features in the new shot before identifying and attending to
semantically meaningful objects. In contrast, in a study using longer (3-min) excerpts from movies,
Rider et al. (2018) found an immediate decline in SBGP after jump cuts, followed by a recovery at
around 500 ms. Together, this research suggests that the impact of cuts on SBGP may differ for short
unrelated video clips versus a coherent sequence of shots representing a continuous action or story.

One reason why fixation patterns may differ for coherent shot sequences versus disconnected shots
is adult viewers’ tendency to anticipate the reappearance of an object based on its trajectory before the
cut (Kirkorian & Anderson, 2017). If viewers comprehend a coherent action sequence, they have the
opportunity to make anticipatory eye movements following a cut rather than make a reactive eye
movement toward salient regions. Yet young viewers’ comprehension of filmic montage emerges
gradually throughout early and middle childhood (Calvert & Scott, 1989; Kirkorian & Anderson,
2017; Pempek et al., 2010; Smith et al., 1985, 2012; Smith & Henderson, 2008). Children as young
as 18 months show emergent comprehension of cuts and shot sequences (Pempek et al., 2010), and
even infants center fixations on the screen during free viewing of natural scenes (Franchak &
Kadooka, 2022; van Renswoude et al., 2019); however, young children often fail to make inferences
about scene continuity and discontinuity across a sequence of visually distinct shots (e.g., across
space, time, action, character intention) (Calvert & Scott, 1989; Smith et al., 1985). Together, the
research suggests that children begin to comprehend edited sequences of video shots during the sec-
ond year of life, but this skill continues to improve through middle childhood. Given such protracted
development of video comprehension, the impact of narrative coherence on eye movements may be
markedly different in young children than in adults.

Overview of the current study

This study is based on a secondary analysis of a dataset described elsewhere (Kirkorian & Anderson,
2018) to address new research questions about SBGP. The original study examined the impact of nar-
rative coherence on attentional synchrony (i.e., inter-participant similarity in gaze location) in 4-year-
old children and adults. Our current aim was to examine the extent to which narrative coherence
affects SBGP during adulthood and early childhood, a period of rapid development in cognitive skills
in general as well as video comprehension in particular. To directly test the impact of narrative coher-
ence on SBGP, we compared viewers watching a normal narrative sequence with those watching a
random sequence of the same video shots.

Our first analysis focused on overall effects of narrative coherence (normal vs random sequence)
across the whole video. The impact of narrative coherence on SBGP was an open research question.
On the one hand, disrupting narrative coherence could reduce expectation-driven processes, thereby
increasing viewers’ reliance on visual salience to identify meaningful information, as evidenced by
greater SBGP. On the other hand, disrupting narrative coherence could result in less systematic and
less predictable eye gaze, yielding lower SBGP. Given that young children have relatively limited com-
prehension of edited video sequences (Calvert & Scott, 1989; Smith et al., 1985), we expected any
effect of narrative coherence on SBGP (whether positive or negative) to be larger in adults than in chil-
dren, as evidenced by an age-by-condition interaction. We also expected gaze to be more predictable
in adults than in children, as evidenced by a main effect of age with higher SBGP in adults (Franchak
et al., 2016; Frank et al., 2009; Rider et al., 2018).

Our second analysis focused on SBGP immediately following jump cuts and similar transitions to
new shots given the impact of these transitions on eye movements (e.g., Kirkorian et al., 2012;
Mital et al., 2011; Rider et al., 2018) and on young children’s comprehension of video (Anderson &
Hanson, 2010). Based on prior research with cohesive video sequences (Rider et al., 2018), we
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expected an initial drop in SBGP immediately after cuts to new scenes accompanied by an increased
likelihood of fixating the center of the screen (Kirkorian et al., 2012; Le Meur et al., 2007; Tseng et al.,
2009; van Renswoude et al., 2019). We expected this time-bound effect to be more pronounced in
adults due to greater predictability of gaze and sensitivity to cuts in adults than in children. However,
the impact of video condition on this time-bound effect remained an open research question. To the
extent that a random video sequence increases (vs decreases) SBGP in general, we expected this con-
dition to produce a larger (vs smaller) drop in SBGP immediately following cuts to new scenes.
Method

Participants

The current study constitutes secondary data analysis. The original sample included 33 4-year-old
children and 44 adults with normal or corrected-to-normal vision. Participants were assigned at ran-
dom to view the normal or random shot sequence. From the original sample, 3 children and 12 adults
were dropped due to inability to calibrate the eye-tracker (e.g., distortions from reflective glasses or
head movements). From the remaining 62 participants, this secondary analysis included data from
the 40 participants (10 per cell) with the lowest data missingness, as described later (see ‘‘Data pre-
processing and inclusion criteria” section). Thus, the final sample for this secondary analysis included
20 children (7 girls and 13 boys; Mage = 4.51 years, SD = 0.10, range = 4.36–4.74) and 20 adults (15
women and 5 men; Mage = 20.46 years, SD = 1.14, range = 18.47–22.21) divided equally into normal
and random video groups.

The original study was approved by the institutional review board at University of Massachusetts
Amherst. Data were collected in 2008. Child participants were recruited through letters and phone
calls based on a local database of birth records. The majority (90%) of the 4-year-olds were White/
non-Hispanic. As a proxy for socioeconomic status, parents reported the number of years of education
they completed, with 12 years typically indicating a high school diploma, 16 years typically indicating
a 4-year college degree, and so on. The average number of years of education per parent was 17.73
(SD = 3.88, range = 12–25). Adult participants were recruited from undergraduate psychology courses.
Stimuli

The current analysis is based on a complete vignette from the children’s television program Sesame
Street. In the original study, participants viewed the 20-s opening scene for the show, followed by the
4.5-min Journey to Ernie vignette used for the current analysis. The video presents a full story arc from
a recurring vignette in which the character Ernie hides and other characters search for him. In the
specific vignette used in the current study, Ernie says he will hide behind something that grows.
Another character, Big Bird, searches for Ernie behind several plants (e.g., flowers, pumpkin, acorn)
before ultimately finding Ernie behind a leaf at the top of a beanstalk. Most of the video consists of
live-action puppets superimposed on a computer-animated environment. The vignette contains 28
distinct shots with an average length of 6 s (range = 3.08–37.60) presented at 25 fps (frames per sec-
ond). Most transitions between shots were abrupt jump cuts (e.g., shifting from one camera angle to
another, shifting from one scene to another). As such, we use the term cut to refer to any transition
between distinct shots.

The only difference between the two experimental conditions was the order of shots in the
sequence. In the normal condition, the shots were played in their original order, presenting a cohesive
story. In the random condition, the 28 shots (both video and audio) were reordered in a random
sequence determined by a random number generator. To create the random sequence, the shots were
separated either at the exact moment of an abrupt jump cut or at the midpoint of a wipe transition
across the screen. Thus, to the extent possible, the visual and auditory characteristics within each shot
remained, but the narrative coherence of events across the vignette was disrupted. This disrupted
sequence renders the narrative less comprehensible, as evidenced by several prior studies examining
5
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associations between narrative coherence and young children’s attention to television (e.g., Anderson
et al., 1981; Hawkins et al., 1995; Pempek et al., 2010).

Setting and apparatus

The study took place on a university campus in an eye-tracking laboratory room. The image display
on the television set was presented in 4:3 aspect ratio with a resolution of 720 � 576 pixels. Based on
the typical viewing distance of about 100 cm, the image subtended approximately 23� � 30.5� visual
angle. The eye-tracking cameras sat on a table approximately 65 cm in front of the participant. The eye
camera was an Applied Science Laboratories (ASL) Eye-Trac 6000, a near-infrared corneal reflection
systemwith remote pan-tilt optics. Temporal resolution was 60 Hz. An ASL VH2 head-tracking camera
used face recognition software to locate and track the viewer’s head. An ASL Digital Frame Overlay was
also used to insert a digital frame number from the ASL Control Unit onto the video recordings of the
sessions, allowing the experimenter to sync gaze data and video stimuli.

General procedure

Upon entering the study room, the participant was seated in front of the video display screen. Chil-
dren sat on a booster seat to approximate the height and viewing angle of adults. Parents sat in a chair
to the right of the child participants. Parents remained in the room during the session but were asked
to refrain from directing their children’s attention to any particular area on the screen once the stim-
ulus video began.

A two-point calibration procedure was used for all participants. Small animated characters
appeared on the screen for 4 s each, alternating between the top-left and bottom-right corners of
the screen. Adult participants were asked to look at each character; child participants were asked
to ‘‘play a guessing game” by identifying the characters (e.g., mouse, robot) as they appeared. Calibra-
tion accuracy was not determined for each participant in the original study (Kirkorian & Anderson,
2018). However, given that the same calibration procedure was used for all participants, and the
eye-tracker was calibrated before participants watched the stimulus video, the condition effects
reported here are not likely to be explained by systematic differences in the quality of calibration
for those in the normal versus random video groups.

After calibration, the experimenter indicated that it was time to watch the show. There were no
additional instructions. The experimenter then started the stimulus video and began recording the
gaze file and the digital video. Throughout the session, the experimenter ensured that the eye-
tracker remained focused on the participant’s right eye.

Parent survey

Parents of child participants completed a questionnaire on demographic information (e.g., parent’s
education, child’s race and ethnicity). To gain a general sense of children’s household television expo-
sure, the parents also completed a retrospective viewing diary, recording their children’s television
exposure for each day (Monday through Sunday) in a typical week. Parents were asked to report on
typical television exposure in the foreground (watching child-directed television) and background
(being in the roomwith the television on but not watching a child-directed program). Television expo-
sure data for adults were not collected because we expected them to be experienced television view-
ers with relatively little variability in the adults’ ability to comprehend the Sesame Street vignette.

Data preprocessing and inclusion criteria

The raw eye-tracking data contained horizontal and vertical gaze coordinates originally recorded at
60 Hz. To smooth the raw data and reduce noise, gaze coordinates were down-sampled to match the
frame rate of the video (25 Hz) by taking the average gaze coordinate within each frame.

Participants with high data missingness were excluded to minimize the impact of systematic data
loss. Data exclusion occurred in two steps. In the first step, we excluded individual video shots within
6
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each participant if that participant was missing data for more than 50% of the shot. The first step
excluded 48% of the shots across all children and 25% of the shots across all adults. In the second step,
we retained 10 participants per group (20 children and 20 adults) with the fewest number of excluded
shots to minimize the impact of systematic data loss and to equate sample size across groups. The lat-
ter was particularly important for analyses that pooled data across participants (Analysis 2 described
later). The mean percentages of included shots were 95% (range = 89–100) for the adult–normal group,
91% (range = 86–100) for the adult–random group, 74% (range = 50–89) for the child–normal group,
and 69% (range = 50–93) for the child–random group. By comparison, the percentages of shots that
would have met our inclusion criteria for the excluded participants were 81% (range = 71–89) for
the adult–normal group, 74% (range = 68–90) for the adult–random group, 55% (range = 18–68) for
the child–normal group, and 42% (range = 11–46) for the child–random group.

We ran robustness checks in three ways: (a) including shots with at least 25% valid data (rather
than 50% valid data), (b) including all shots for included participants (i.e., shots with > 0% valid data),
and (c) randomly sampling 10 participants per group rather than choosing the 10 per group with the
most included shots. In all cases, the qualitative pattern of results was the same as that reported here.
See Tables S1–S3 in the online supplementary material for the results of robustness checks.

Data processing and reduction

The scripts for data processing were written in MATLAB (MathWorks, Natick, MA, USA). Image
frames were extracted from the video as JPEG files at the rate of presentation (25 Hz). For each frame
image, a salience map was generated to calculate the relative salience of each pixel using the Itti and
Baldi (2005) salience algorithm as implemented in the GBVS (graph-based visual saliency) MATLAB
toolbox (Harel et al., 2006). The relative salience of each pixel was determined using a combination
of five feature maps that capture low-level image characteristics: color, intensity, orientation, flicker,
and motion. Flicker and motion were calculated by comparing each frame with the previous frame.
Feature maps were weighted equally to create an overall salience map for each frame. Each pixel
within a frame was ranked with a value from 0 to 1 that represented the salience relative to all pixels
in this frame, with the most salient pixel ranked as 1. For every frame, an individual participant’s gaze
salience was calculated as the average salience value within a 24-pixel radius of the point of gaze,
which was equivalent to a visual angle of 1�. Gaze salience values for each participant were calculated
for all frames with a valid gaze coordinate.

Salience-based gaze prediction was estimated using the receiver operating characteristic (ROC)
curve as proposed for eye-tracking analysis by Tatler et al. (2011). The aim was to test the extent to
which salience can discriminate actual gazed regions (i.e., where eye gaze lands) and actual ungazed
regions (i.e., where eye gaze does not land). In the current study, on each video frame there was a
gazed region (i.e., the actual observed gaze coordinate) and a corresponding ungazed region (i.e., a
randomly sampled gaze coordinate from the participant’s actual gaze coordinates across all other
frames in the video). By randomly sampling from each participant’s own gaze data rather than all pos-
sible coordinates on the screen to create ‘‘ungazed” locations, we ensured that our SBGP estimates
control for systematic biases that drive attention to screens such as the tendency to fixate the center
and the horizon line (Tatler, 2007; Tatler & Vincent, 2008).

Next, for a certain salience threshold, a region was classified as ‘‘gazed” if its salience was larger
than the threshold and as ‘‘ungazed” if its salience was below the threshold. By comparing this clas-
sification with actual gaze coordinates, we extracted the hit rate (i.e., classifying actual gazed regions
as ‘‘gazed”) and the false alarm rate (i.e., classifying actual ungazed regions as ‘‘gazed”) for each frame.
By varying the threshold from 0 to 1 at a.001 interval, an ROC curve was plotted. The resulting area
under this curve (AUC) indicated how well salience discriminated actual gazed regions from randomly
selected ungazed regions, in other words, how well the observed gaze coordinates were predicted by
salience. Thus, AUC was the metric for our main dependent variable, SBGP. As an advantage over
regression-based prediction, this approach minimized any influence of individual- or group-level dif-
ferences in data quality (e.g., calibration accuracy, amount of data captured) by comparing each indi-
vidual with himself or herself rather than with others in the sample. That is, the ROC analysis
determined, for each individual, how well visual salience predicted where the individual looked in
7
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that moment versus where the same individual looked at a different moment; thus, the model pred-
ication is not subject to the impact of variance of gaze data across participants.

Critically, visual salience is not a mutually exclusive video feature (Henderson et al., 2019; Smith
et al., 2021; Wass & Smith, 2014). As such, AUC should be interpreted as the degree to which gaze
was correlated with visual salience rather than caused by visual salience at the exclusion of other fea-
tures (e.g., semantic information, inference). Uncentered, AUC had a possible range of 0 to 1, with.5 as
the chance level indicating that salience equally predicted gazed and ungazed regions. In the current
study, we centered AUC at the chance level, such that the centered range was �5 to.5 and values
greater than 0 indicated that gazed regions were on average more salient than ungazed regions.

In addition to SBGP, distance to center (DTC) was calculated to quantify the extent to which view-
ers fixated the center of the screen following cuts. We computed the Euclidean distance between the
screen center and each gaze coordinate.

Fig. 1 depicts how dependent variables were reduced for statistical analysis. Analysis 1 examined
overall age and condition effects on SBGP across the entire vignette. We calculated SBGP using the ROC
plot based on gaze locations from all the frames within a shot for every individual participant; that is,
the unit of analysis was each video shot, with each participant receiving one SBGP measurement per
shot. Thus, the dependent variable was calculated at the individual participant level.

Analysis 2 addressed age and condition effects on SBGP and DTC during the specific period of time
surrounding cuts to new shots. Based on prior research on SBGP after cuts in older children and adults
(Rider et al., 2018), we focused on time periods that began 160 ms (4 video frames) before each cut
and ended 480 ms (12 video frames) after each cut. To capture the temporal change within each time
Fig. 1. Graphical representation of the stimuli and the data structure in data preprocessing. Analysis 1 examined eye gaze for
each shot (n = 28) nested within each participant (n = 40). Analysis 2 examined change over time surrounding cuts to new shots,
including 160 ms before each cut to 480 ms after each cut, divided into four bins. Analysis 2 examined bins (n = 4) nested within
each cut (n = 28), pooling across all 10 participants within each of the four groups.

8



M. Jing, K. Kadooka, J. Franchak et al. Journal of Experimental Child Psychology 226 (2023) 105562
period, we calculated SBGP and DTC within each of four 160-ms bins (see Fig. 1), resulting in four data
points surrounding each cut. Note that to ensure a sufficient amount of data samples for the SBGP cal-
culation, we pooled the gaze locations of all participants within each group. As such, the dependent
variables in Analysis 2 were at the group level rather than at the individual level.

Statistical analysis

We first conducted preliminary analyses, including randomization checks and bivariate correla-
tions, to identify potential covariates (e.g., gender, exact age within each age group, naturalistic tele-
vision exposure in the child group). Next, analyses were conducted to examine the age and condition
effects on gaze across the entire vignette (Analysis 1) and during the period of time surrounding cuts
(Analysis 2). All the models were estimated using the function glmer from the package lme4 (Version
1.1–12; Bates et al., 2015) in the R software environment (Version 3.3.0; R Core Team, 2016).

In Analysis 1, the dependent variable was SBGP measured as AUC, which was calculated at the indi-
vidual participant level. To account for the potential clustered standard errors at both the participant
level (i.e., an individual participant may display similar eye movement patterns across the shots) and
the shot level (i.e., participants may show similar patterns with each other when watching the same
shots), we used multilevel modeling with shots and participants as the random effects. Given that par-
ticipants and shots were crossed factors nested within each other, a crossed-mixed-effects model was
fitted (Raudenbush, 1993) with observations (Level 1) nested within the participant ID and shot ID
(Level 2). The proportion of variance in the outcome variable explained by the participant-level clus-
tering (i.e., between shots, within participants) and shot-level clustering (i.e., between participants,
within shots) added up to 20% of the total variance, as indicated by the intraclass correlation. The
model specification was as follows:

Level 1 model:
aucij ¼ b0i þ b0j þ eij
Level 2 model:
b0i ¼ c00:1 þ c01ðageiÞ þ c02ðconditioniÞ þ c03ðagei � conditioniÞ þ g0i

b0j ¼ c00:2 þ h0j
Combined model:
aucij ¼ c00 þ c01ðageiÞ þ c02ðconditioniÞ þ c03ðagei � conditioniÞ þ g0i þ h0j þ eij
In these models, c00 represents the (intercept) grand mean of the reference group (adult–normal)
across participants and shots. c0q represents the fixed effect of variable q (q = 1, 2, 3 for age, condition,
and age-by-condition interaction) on the participant-level intercept, b0i, and g0i adds a random effect
to b0i. h0j denotes the random intercept (i.e., b0j) effect at the shot level. The residual at the participant-
cross-shot level is represented by eij. We also conducted exploratory analyses that tested effects of
shot order (i.e., time into the vignette) and its interaction with the group variables (i.e., age, condition).
Given that the model fit was not improved, we did not include this predictor in the final model (see
Table S4 in supplementary material).

In Analysis 2, the dependent variables were SBGP and DTC at the group level. To account for the
clustering in the nested data at the bin level (i.e., participants may display similar eye movement pat-
terns when watching the same 160-min bins) and the shot level (i.e., participants may display similar
eye movement patterns when watching different bins surrounding the same cut), we again used mul-
tilevel modeling with bins and shots as the random effects. Specifically, a three-level hierarchical
mixed-effects model with groups of participants (Level 1) nested within bins (Level 2) nested within
shots (Level 3) was fitted to test the fixed effect of age and video condition on SBGP and DTC change
following a cut. Two splines were used to fit a piecewise linear regression with a knot fixed at the time
of the cut. That is, the first spline (Time1) included Bin 1 (the last 160-ms bin before the cut, coded as
�1) and Bin 2 (the first 160-ms bin after the cut, coded as 0) to model change across the cut. The
9
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second spline (Time2) included Bins 2 to 4 (the last three 160-ms bins after the cut, coded as 0–2) to
model change immediately following the cut. Both splines were centered at Bin 2, which represents
the intercept against which these time variables can be compared. The total intraclass correlations
at the shot and bin level were 22% for SBGP and 26% for DTC. The model specification was as follows:

Level 1 model:
outcomeijk ¼ b0jk þ b1jk ageijk
� � þ b2jk conditionijk

� � þ rijk
Level 2 model:
b0jk ¼ c00k þ c01k time1jk
� � þ c02k time2jk

� � þ u0ik

b1jk ¼ c10k

b2jk ¼ c20k
Level 3 model:
c00k ¼ d000 þ v00k

c01k ¼ d100

c02k ¼ d200:
Combined model:
outcomeijk ¼ d000 þ d100 time1jk
� � þ d200 time2jk

� � þ c10k ageijk
� � þ c20k conditionijk

� � þ v00k

þ u0ik þ rijk
In these models, outcome denoted AUC or DTC, depending on the specific dependent variable of the
analysis. d000 represents the intercept for the reference group (adult–normal). d100 and d200 represent
the linear effects of the bin variable, which model the change in SBGP over time during two time
phases separated by the cut, on b0jk. The time variable, which was indexed by the time order of bins,
was treated as a continuous predictor centered at the cut. The time variables for the first and second
pieces of the curve were denoted as Time1 and Time2, respectively. cq0k represents the fixed effect of
variable q (q = 1, 2 for age and condition). u0ik and v00k add random effects, at the shot level and bin
level respectively, to the intercept. The residual in AUC at the group level is denoted by rijk.

Results

Preliminary analyses

As a randomization check, we tested for experimental condition differences with respect to partic-
ipant gender and exact age (i.e., age in years within the child or adult group). No significant differences
were found in the child group [exact age: t(16) = 1.66, p =.116; gender: v2(1, N = 20) = 0.88, p =.348] or
the adult group [exact age: t(17) = �0.35, p =.730; gender: v2(1, N = 20) < 0.001, p = 1.00].

To identify potential participant-level covariates, we calculated bivariate correlations between the
dependent variables and exact age, gender, and children’s typical television exposure at home. See
Table 1 for descriptive statistics, including bivariate correlations. Given that these participant-level
characteristics did not differ significantly by condition and were not correlated with the dependent
variables, they were not considered further.

Analysis 1: Salience-based gaze prediction across the entire vignette

The distribution of salience-based gaze prediction by age and condition is illustrated in Fig. 2. The
three fixed effects from the final model are reported in Table 2. Because the dependent variable was
centered at chance, the intercept effect compares SBGP with chance in the reference group
10



Table 1
Descriptive statistics and zero-order correlations for participant-level variables.

Variable Descriptives Correlations t Test

Frequency M (SD) SBGP DTC SBGP DTC

M (SD) t Ratio
(p value)

M (SD) t Ratio
(p value)

Adult group
SBGP – 0.21 (0.12)
DTC – 104.51 (48.38)
Exact age – 20.46 (1.14) �.22 �.14
Male 15% – 0.17 (0.07) 1.22

(.327)
127.16 (6.05) 0.49

(.650)Female 85% – 0.22 (0.05) 129.23 (10.06)
Child group
SBGP – 0.14 (0.12)
DTC – 137.49 (18.90)
Exact age – 4.51 (0.10) .03 .34
Male 65% – 0.15 (0.04) �0.60

(.560)
143.90 (10.54) 1.36

(.441)Female 35% – 0.14 (0.02) 152.62 (17.20)
BTV – 0.81 (1.25) �.37 �.01
FTV – 2.11 (1.64) �.19 �.17
Total TV – 2.92 (2.78) �.28 �.10

Note. Salience-based gaze prediction (SBGP) and distance to center (DTC) were aggregated across all shots for each participant
for bivariate correlations. Exact age was measured in years. The television (TV) variables represent the hours of exposure per
day averaged across a typical week separately for background TV (BTV) and foreground TV (FTV) exposure as well as total TV
exposure (Total TV). Data on TV exposure was available for only 14 of the children.

Fig. 2. Histogram and density plot of salience-based gaze prediction (SBGP) by age group and video condition. The dashed line
represents the chance level, so the area to the right of the line corresponds to SBGP above chance. AUC, area under the curve.
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Table 2
Fixed effects from the final mixed-effects model predicting salience-based gaze prediction for all shots in the vignette.

Predictor b SE t Ratio

Intercept (c00) 0.20 0.02 12.34***
Age: Child (c01) �0.05 0.01 �4.68***
Condition: Random (c02) 0.04 0.01 4.32***
Age � Condition (c03) �0.03 0.01 �2.45*

Note. Age was a binary variable with adult group coded as the reference group and child group coded as the contrast group.
Condition was a binary variable with normal condition coded as the reference group and random video condition coded as the
contrast group.
*p <.05.
***p <.001.
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(adult–normal). SBGP for adults in the normal condition was significantly above the chance level,
c00 = 0.20, SE = 0.01, t(43) = 12.34, p <.001. Subgroup analyses not shown in Table 2 confirmed that
SBGP was above the chance level in both age groups and both video conditions [child–normal:
c = 0.15, SE = 0.02, t(43) = 10.88, p <.001; child–random: c = 0.16, SE = 0.02, t(43) = 9.56, p <.001;
adult–random: c = 0.24, SE = 0.03, t(43) = 15.86, p <.001].

The age effect tests the difference between children and adults in the reference condition (normal).
In the normal video condition, adults (M = 0.20, SE = 0.01) had higher SBGP than children (M = 0.15,
SE = 0.02), c01 = �0.05, SE = 0.01, t(1039) = �4.68, p <.001. The condition effect tests the difference
between random and normal video in the reference age group (adults). Adults’ SBGP was higher in
the random video condition (M = 0.24, SE = 0.03) than in the normal condition (M = 0.20, SE = 0.01),
c02 = 0.04, SE = 0.01, t(1039) = 4.32, p <.001.

Including the age-by-condition interaction significantly improved the fit of this model, v2(1) = 5.89,
p <.05. The interaction effect was significant, indicating that the condition effect was moderated by
age, c03 = �0.03, SE = 0.01, t(1050) = �2.45, p <.05. In a follow-up model presented in Table S6 of
the supplementary material, we rotated the reference groups to examine this interaction effect. In
the random video condition, SBGP was again significantly higher in adults (M = 0.74, SE = 0.03) than
in children (M = 0.65, SE = 0.02), as indicated by a significant age effect, c01 = 0.08, SE = 0.01, t
(1039) = 7.96, p <.001. However, the condition effect was not significant where children were the ref-
erence group, c02 = 0.00, SE = 0.01, t(1039) = �0.43, p >.400. That is, for children, SBGP did not differ for
the normal video condition (M = 0.65, SE = 0.02) versus the random video condition (M = 0.66,
SE = 0.02). Although SBGP was lower in children than in adults, children’s SBGP was still significantly
greater than chance, as indicated by a significant intercept effect with children as the reference group,
c00 = 0.15, SE = 0.02, t(43) = 9.56, p <.001.

Exploratory analyses were conducted to test the extent to which naturalistic television exposure
moderated the effect of condition on SBGP across the entire vignette. The effect of video condition
on SBGP did not differ between children with high versus low television exposure whether consider-
ing background, foreground, or total television. See Supplementary Material S5.
Analysis 2: Gaze patterns surrounding cuts to new shots

Salience-based gaze prediction
The temporal evolution of SBGP following a cut is plotted in Fig. 3 as a function of age group and

video condition. The plot depicts a decrease in SBGP at the cut in all four groups, followed by a recov-
ery of around 300 ms into the shots.

The mixed-effects model examined SBGP as a function of age group, condition, and time measured
as Time1 and Time2. A full report of fixed effects can be found in Table 3. Consistent with the patterns
shown in Fig. 3, there was a significant negative effect of Time1, d100 = �0.17, SE = 0.03, t(4) = �6.06,
p <.010, and a significant positive effect of Time2, d200 = 0.22, SE = 0.04, t(4) = 6.04, p <.010, suggesting
a U-shaped pattern such that SBGP decreased as the cut occurred and then recovered following the
cut. A main condition effect was found such that SBGP was higher for the random video (M = 0.57,
12



Fig. 3. Temporal evolution of salience-based gaze prediction (SBGP) by age group and video condition surrounding the cut to a
new shot. Values are averaged over all shots. Analysis 2 focused on the period of time immediately surrounding the cut, as
indicated by the unshaded area from �160 to 480 ms. AUC, area under the curve.

Table 3
Fixed effects from the final mixed-effects model predicting salience-based gaze prediction surrounding the cut to a new shot.

Predictor b SE t Ratio

Intercept (d000) 0 0.02 �0.23
Time1 (d100) �0.17 0.03 �6.06**
Time2 (d200) 0.22 0.04 6.04**
Age: Child (c10k) �0.01 0.01 �0.80
Condition: Random (c20k) 0.04 0.01 3.26**

Note. Age was a binary variable with adult group coded as the reference group and child group coded as the contrast group;
Condition was a binary variable with normal condition coded as the reference group and random video condition coded as the
contrast group.
**p <.01.
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SE = 0.17) than for the normal video (M = 0.62, SE = 0.16), d20k = 0.04, SE = 0.01, t(416) = 3.26, p <.010.
However, there was no difference in SBGP between the children (M = 0.59, SE = 0.16) and the adults
(M = 0.60, SE = 0.17), d10k = �0.01, SE = 0.01, t(416) = �0.80, p >.05. The age-by-condition interaction
did not significantly improve the fit of the model, v2(1) = 1.08, p =.298, and therefore was not included.
Together, the model results suggest that SBGP was higher for the random video than for the normal
video during this short period of time following cuts to new shots regardless of age group.

Distance to center
We examined DTC immediately following cuts because the tendency to center gaze at these shot

transitions may contribute to a drop in SBGP following cuts. Fig. 4 plots the temporal evolution of
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Fig. 4. Temporal evolution of distance to center by age group and video condition surrounding the cut to a new shot. Values are
averaged over all shots. Analysis 2 focused on the period of time immediately surrounding the cut, as indicated by the unshaded
area from �160 to 480 ms.
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DTC averaged over all shots as a function of age group and video condition. Similar to SBGP, the plot
depicts a decrease in DTC immediately after transitions to new shots in all four groups.

Multilevel modeling was used to test the effect of age group and video condition on DTC following a
cut to a new shot, paralleling the model examining the temporal evolution of SBGP after cuts. The
results are reported in Table 4. There was a nonsignificant effect of bin number at Time1,
d100 = 1.88, SE = 5.00, t(420) = 0.38, p =.707, and a significant negative effect of bin number at Time2,
d200 = �12.25, SE = 2.58, t(420) = �4.76, p <.001, suggesting a decrease of DTC after a cut. An age effect
was found such that children displayed larger DTC (M = 123.37, SE = 14.62) than adults (M = 106.14,
SE = 14.65) immediately following a cut, d10k = 19.35, SE = 3.69, t(420) = 5.25, p <.001.The condition
effect was not significant, d20k = 2.38, SE = 3.69, t(420) = 0.52, p =.518. Moreover, the
Table 4
Fixed effects from the final mixed-effects model predicting distance to center surrounding the cut to a new shot.

Predictor b SE t Ratio

Intercept (d000) 112.97 6.22 15.15***
Time1(d100) 1.88 5.00 0.38
Time2 (d200) �12.25 2.58 �4.76***
Age: Child (c10k) 19.35 3.69 5.25***
Condition: Random (c20k) 2.38 3.69 0.52

Note. Age was a binary variable with adult group coded as the reference group and child group coded as the contrast group;
Condition was a binary variable with normal condition coded as the reference group and random video condition coded as the
contrast group.
***p <.001.
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age-by-condition interaction did not significantly improve the fit of the model, v2(1) = 1.57, p =.210,
and therefore was not included. Thus, the DTC was higher in children than in adults, regardless of con-
dition, during this short period of time immediately following cuts.
Discussion

The purpose of this study was to determine (a) whether narrative coherence affected the degree to
which gaze was predicted by low-level visual features during naturalistic video viewing and (b) how
salience-based gaze prediction changed immediately following cuts to new video shots. We found that
both 4-year-olds’ and adults’ eye movements were predicted by visual salience given that the discrim-
ination of gazed versus randomly selected ungazed regions based on visual salience was greater than
would be expected by chance alone. Overall, across the entire video, visual salience was a stronger
predictor in adults than in 4-year-olds. However, whereas visual salience predicted 4-year-olds’ eye
movements equally in both video conditions, adults were more likely to direct their gaze at visually
salient regions while watching the shots in a random sequence than in their original sequence.

Effects of narrative coherence on adults’ salience-based gaze prediction

Why might SBGP increase when adults watch random video sequences? Presumably, when
expectation-driven processes are disrupted, adults may rely more heavily on salient visual features
to guide their attention to the most informative parts of the scene. For example, prior research on
eye gaze patterns before and after cuts demonstrated that adults sometimes anticipate the reappear-
ance of an object after a cut (Kirkorian & Anderson, 2017). This expectation-driven approach could
lead viewers to look at parts of the screen with low salience such as an empty part of the screen where
the object is about to reappear. By contrast, without coherent plot and action sequences, adults watch-
ing a random shot sequence may rely more heavily on salient visual features to quickly locate mean-
ingful content given that perceptual salience tends to coincide with meaningful regions in video
(Henderson et al., 2019; Smith et al., 2021; Wass & Smith, 2014). Indeed, in the current study, the most
salient regions in each shot often (but not always) overlapped with meaningful information such as
characters’ faces (see Fig. S1 in the supplementary material).

Whether automatic or intentional, salience-based eye gaze could help adults to become more effi-
cient viewers in different viewing scenarios. Just as Smith and Mital (2013) argued that an explicit task
goal (i.e., identifying the locations depicted in a video clip) could direct viewers’ attention away from
visually salient features, so too might a coherent narrative direct comprehending viewers to look
toward otherwise uninteresting parts of the screen. For instance, adults are more likely than children
to make anticipatory eye movements if they can predict where an object will reappear. In the absence
of such predictability, centering gaze after a cut or fixating the most salient region might be a useful
strategy. Together, these findings indicate that disrupting expectation-driven processes in turn
increases SBGP in adult viewers. These findings also extended prior work on the role of narrative
coherence in dynamic attention to video, which demonstrated narrative coherence effects on viewers’
reaction time (Hinde et al., 2018; Lorch & Castle, 1997) and on attentional synchrony both within
viewers (Wang et al., 2012) and between viewers (Kirkorian & Anderson, 2018).

Effects of narrative coherence on children’s salience-based gaze prediction

Children had lower SBGP than adults, particularly when watching a random video sequence. This
finding replicates several prior studies (Franchak et al., 2016; Frank et al., 2009; Rider et al., 2018).
Lower SBGP in children might reflect less advanced comprehension than in adults given that salient
regions are more likely to be meaningful and informative (e.g., Henderson et al., 2019; Taya et al.,
2012; Wass & Smith, 2014). Indeed, adults tend to fixate regions they understand to be semantically
relevant or where they anticipate something interesting to occur (e.g., Henderson et al., 1999;
Kirkorian & Anderson, 2017; Land et al., 1999; Morgante et al., 2008). Eye movements may be less
predictable in younger viewers due to less viewing experience or still-developing cognitive skills such
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as attentional control (van Renswoude et al., 2016, 2019). However, age differences in SBGP are not
always found (Kadooka & Franchak, 2020). Moreover, such age differences may be due to a wide range
of confounding factors such as age differences in data quality and attentional synchrony (Frank et al.,
2014; Kiat et al., 2022; Pomaranski et al., 2021), as described later.

Given that there are many plausible explanations for overall age differences in SBGP—many of
which are unrelated to our main questions here—it may be more fruitful to focus on condition effects
within the child age group. Like adults, 4-year-olds showed slightly higher SBGP when watching the
randomly edited video. However, unlike adults, the condition effect was isolated to the short period
of time immediately following cuts (Analysis 2). The condition effect was not significant in children
when considering the overall main effect across the entire video (Analysis 1). On the surface, this
might be due to 4-year-olds’ insufficient comprehension of the normal video sequence in the first
place. Prior research demonstrates that children at this age have limited understanding of video con-
tent, with adult-like comprehension emerging at around 12 years of age (Anderson & Hanson, 2010;
Collins & Wellman, 1982). Thus, the degree to which their visual attention is controlled by content
comprehension may be relatively low even when watching a normal video sequence. This could
explain why children’s overall SBGP was similar in the two conditions given that randomizing the shot
sequences does not change the location of salient regions within each shot.

Although video comprehension develops gradually across childhood, accumulated evidence
demonstrates that young children are sensitive to the narrative coherence of video sequences, reflect-
ing some—albeit limited—comprehension of video (e.g., Pempek et al., 2010; Richards & Cronise, 2000;
Smith et al., 1985). Indeed, our Analysis 2 shows some evidence for a condition effect in children when
examining the short period of time surrounding transitions to new video shots. Like adults, 4-year-
olds’ SBGP dropped immediately following cuts and was higher for the random shot sequence than
for the normal video sequence. This adult-like eye movement pattern suggests that differences existed
in processing shot transitions while the children were viewing the normal versus random video. More-
over, a prior study, using the same random sequence manipulation as the current study, found that
children as young as 18 months made longer looks toward normal sequences as compared with ran-
dom sequences of the same shots (Pempek et al., 2010). Such a looking preference for coherent video
sequences indicates that a perception of shot relations emerges during late infancy. Thus, expectation-
driven processes based on a narrative sequence may become another meaningful feature that guides
attention during early childhood, building on those that emerge during infancy (Kiat et al., 2022).

Given that children are sensitive to random video manipulations by 18 months of age, why did 4-
year-olds’ SBGP show relatively little change while viewing the incomprehensible video in the current
study? It is possible that the earliest beginnings of video comprehension are evident in overt looks to-
ward the screen as in Pempek et al. (2010) but not in their eye movement patternswithin the screen as
observed in the current study. In this sense, differences in the degree of SBGP might be more subtle
than differences in overt gaze toward the screen, requiring a more sophisticated understanding of
the narrative. Alternatively, given that eye movement patterns tend to be more idiosyncratic in chil-
dren than in adults (Frank et al., 2011; Franchak et al., 2016; Pomaranski et al., 2021), perhaps a gen-
eral effect of condition across the video was less detectable in children. Indeed, we previously reported
lower attentional synchrony among children than among adults in this data set, which could at least
partly explain lower SBGP and a smaller condition effect for children (Kirkorian & Anderson, 2018).

Limitations and future directions

The current study has some limitations that should be considered when interpreting the results
and considering future research directions. First, as a secondary data analysis, we are limited by the
quantity, quality, and representativeness of the existing data set. Our samples were not representative
of the general population with respect to many characteristics, including gender, race, ethnicity, and
parent education. Eye-tracking technologies and computational methods have improved since these
data were collected. The findings should be replicated in a larger and more diverse sample of
participants with less data loss and participant-level measures of calibration accuracy. Such data
are necessary to disentangle true age differences in SBGP from age differences due to data quality such
as calibration accuracy and the number of data points meeting inclusion criteria.
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Related to the issue of data quality, we applied relatively conservative data exclusion criteria to
minimize the impact of systematic data loss. This approach may limit the generalizability of our find-
ings to high-quality datasets and potentially more compliant children. Notably, we ran several robust-
ness checks suggesting that the amount or quality of data alone is unlikely to explain the full set of
results in our sample, particularly as they relate to condition effects within each age group. Nonethe-
less, the findings presented here require replication in a new sample with higher data quality as well
as cognitive assessments that could be included as covariates (e.g., attentional control).

Future research should also consider individual differences as they relate to children’s prior expe-
rience with television and other edited video as a moderator of eye gaze (e.g., SBGP, anticipatory eye
movements). We did not observe a correlation between SBGP and naturalistic television viewing in
the child sample. However, our sample was small, and the media exposure measure did not capture
the content of video exposure. Future work could examine the impact of video viewing experience,
with a focus on video content, on the effects observed in the current study.

In addition, the current study did not have a direct measure of comprehension. Although we
believe that viewers’ comprehension was successfully manipulated by rearranging the video shots
in a random order, future research should directly examine the relation between SBGP and viewers’
comprehension of the video.

Finally, this study focused on gaze prediction by visually salient features, which are likely to over-
lap with meaningfulness and other features (Henderson et al., 2019; Pomaranski et al., 2021; Wass &
Smith, 2014). As such, effects observed in the current study may be due to passive orientation toward
salient features, active selection of semantic information, anticipation of meaningful content, or any
combination of these things. Nonetheless, evidence based on infants’ attention to static images
(Pomaranski et al., 2021) suggests that perceptual salience alone does not fully explain age-related
increases in attentional synchrony. Thus, future research could isolate the effects of narrative coher-
ence on expectation-driven processes, perhaps using measures that do not rely on visual salience (e.g.,
anticipatory eye movements, comprehension posttests).

Conclusion

We found that disrupting narrative coherence increased overall SBGP in adults. This effect is likely
due to a greater reliance on visually salient cues to locate potentially meaningful content when
expectation-driven processes were less useful. In 4-year-old children, this effect was limited to the
short period of time immediately following cuts to new shots. Prior research suggests that age differ-
ences may be due to age-related increases in video comprehension, attentional synchrony (and thus
predictability), or both. Together, the current findings underscore the complex relation between visual
attention and video comprehension.
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